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Many possible definitions, including:

“a collection of interrelated technologies used to solve
problems autonomously and perform tasks to achieve defined
objectives without explicit guidance from human beings™

Source: Data 61 and Department of Industry, Innovation and
Science, “Al - Australia’s Ethics Framework - A Discussion

Paper”
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When Al needs to be assessed

Table: When Al Needs to be

Assessed. Developed by Privcore.

Harm resulting: False Positive or False Negative Decision

High | Medium | Low

Probability of
individual being
aware of the
autonomous
processing

High

Medium

Low
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Source: Privcore Submission: Consultation on
Al, Australia’s Ethics Framework - A
Discussion Paper
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Questions?
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Algorithms aren't neutral. They're full of bias,
misunderstanding and human prejudice. So can we trust
them?
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https://ovic.vic.gov.au/wp-content/uploads/2018/08/AI-Issues-Paper-V1.1.pdf
https://tech.humanrights.gov.au/sites/default/files/2019-02/AHRC_WEF_AI_WhitePaper2019.pdf
https://consult.industry.gov.au/strategic-policy/artificial-intelligence-ethics-framework/supporting_documents/ArtificialIntelligenceethicsframeworkdiscussionpaper.pdf
https://legalinstruments.oecd.org/api/print?ids=648&lang=en
https://ico.org.uk/media/2615039/project-explain-20190603.pdf
https://interactive.aljazeera.com/aje/2019/hail-algorithms/index.html
https://www.cs.otago.ac.nz/research/ai/AI-Law/NZLF%20report.pdf

Did you enjoy this session? Is there any way we could make it better? Let us know by
filling out a speaker evaluation.

l. Start by opening the IAPP Events App
[I.  Select this session and tap “Rate the Session”
lIl.  Once you’ve answered all three questions, tap “Done” and you’re all set

Thank you!
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